Al and the Church

The Future Is Upon Us.
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A PROBLEM WITH Al: CONSCIOUSNESS

HOW WILL WE BE ABLE TO TELL?

llya Sutskever: “It may be that today's large neural networks are
slightly conscious.”

Sam Altman: “l think GPT-3 or -4 will very, very likely not be
conscious in any way we use the word. If they are, it's a very alien
form of consciousness.”

Greg Brockman: "Als currently don’t have any awareness.”

David Chalmers: “l should say there’s no standard operational
definition of consciousness. Consciousness is subjective experience,
not external performance.”

Christopher Evans: The current objections have been answered.
https://en.wikipedia.org/wiki/

Christopher_Evans_(computer_scientist)




CHRISTOPHER EVANS 1931-1979
CAN A MACHINE THINK2* 1979

Evans will summarize ten objections and reply to them.
* We will buzz through the list, stopping only if you want to discuss it.
neological Objection (1)

nock/Horror Objection (2)

ne Extra-Sensory Perception Objection (3)

ne Personal Consciousness Objection (4)

ne Unpredictability Objection (5)

ne “See How Stupid They Are” Objection (6)

ne “Ah But It Can’t Do That” Objection (7)

ne “It Is Not Biological” Objection (8)

he Mathematical Objection (9)
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Lady Lovelace’s Objection (10)

* Christopher Evans, The Micro Millenium. https://amzn.to/49rs1YR
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Objection 1

Cazigu The Theological Objection

* “Manis a creation of God, and has been given a
soul and the power of conscious thought.
* Machines are not sPiritual beings) have no soul and

thus must be incapable of thought.”
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Objection I A Replg

* 405 The Theological Ol:)jection

* Turing suggestecl that we Place no such restriction on
God. Whg shouldn’t he give machines souls and allow
them to think it he wanted to?

o Evans: This turns on a dualism, a ghost in the machine,

) clichotomy between thought and 5Piritua itg
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Objection 2

* 405 The Shock/
* Turing called t

Objec‘cion”

HoRser Ol:)jection:
his the “Heads in the Sand

+ “What a horrible idea. How could any scientist work

on 5uch a monstrous cle\/elopment?

o | hoPe O gooclness that the field of artificial

inte”igence doesn’t advance a steP further it its

encl—-—l:)roduct IS a thinking machine.”
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Objection L chlg

o 405 The Shock/Horror Objection:

o This is not rea”g an argument why it could not happen,
but rather the expression of a heartfelt wish that it

never will.
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Objection A

* 406 The 7i><tra~5€nsor9 Perception Objection:

o If there were extra—-sensory Perception, it would be

Countecl as an imPortant constituent omc thoug’lt.
* I machines did not exhibit extra~sensorg
Perception theg could never be Capable of thinking |

in its fullest sense.
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Objection B A chlg

* 406 The Extra-Sensorg Percel:)tion Objection:

o Evans “Even if ESP is shown to be a genuine
| Phenomenon, itis, In my own view, something to do
: with the transmission of information from a source

Point to a receiver and ought therefore to be quite

easy to reProcJuce IN a machine.”
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Objection 4

* 406 The Personal Consciousness Objection:

o Even it it [the machine] wrote the sonnet—and a
very goocl one—it would not mean much unless it
had written it as a result of ‘t]ﬁoug]ﬂts and emotions

felt and it would also have to ‘know that it had

written it.””

* FEvans: “He is rea”g Propounding the extreme
solipsist Positiorx and should, therefore, applg the

same rules to humans.”
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Objection A I\ chlg

* 406-407 The Personal Consciousness Objection:

* Extreme so iPsism implies that whatever a person or In
this case a computer expresses, it 1s not Possible to
obtain a true report about his/her/its state of

consciousness without becoming that person or

machine.
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Objection A I\ Replg

® 406-407 The Personal Consciousness Objection:

* Extreme so ipsism IS logicallg irrefutable. (1 am the onlg
real thing; all else is illusion.) _

L & This objection could be over-ridden it you became the
computer.

* “This Problem sets us up 18 Part for Turing’s resolution

of the machine—-thought Problem.”
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Objection 5

87107 The Unpredictabilitg Objection:
) Coml:)utcrs oPerate accorcliﬂg to rules and are
therefore tota”g Preolictable.

* Humans however, are unpreclictable and do not

ol:)erate accorcling to a set of immutable rules.

+ Humans are caPaHe of SRACI computers are not.
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Objection 5: A Replg

* 407 The Unpreclictabilitg Objection:

* Computers are alreadg complex enough to Procluce
surPriseS, and are unpreclictable in many ways. Theg
do make errors.

o The Problem with humans is not that theg dor’t have
grouncl rules, but (@) that we don’t know what theg
are and (b) theg would still be unmanageablg complex.
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Objection 5: A Replg

o Asimov’s three laws:
1. Arobot may not injure a human being or, through inaction,
allow a human being to come to harm.

2. A robot must obeg orders given it ]:)9 human beings excePt

where such orders would conflict with the First Law.

5. A robot must Protect its own existence as long as such

Protec:tion does not conflict with the First or Second Law.
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Objection 5: A chlg

* 407 The Unpreclictabilitg Objection:
PR Under Isaac Asimov’s “Three Laws of Robotics,” the
’ robots managed to find a creative way to circumvent

tl’IOSC Iaws bﬂ adclinga Funclamenta PFCCléCCSSOF Iaw

Protecting all humanitg, the Zeroth law.
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Objection 5: A Replg

oin | Robot bg Azimov, R. Giskard Reventlov Posits a

zeroth law which states that “A robot may not injure

]ﬁumanitg, or, tlﬂrougl’w inaction, allow numanity to come

to harm.” He saved humanitg but bro dS the ﬁrst law and

clamagecl his Positronic brain in the process.

oIn the recent movie of the same name, the central
inte”igence of Us Rol:)otics, Viki, believes she is
?o”owing the three laws }39 taking control of the human

sPecies for “its own Protection.”
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Objection 6

* 407 The “See How Stul:)icl Thcg Are” Objection:

& Computers make mistakes

* Th63 have stul:)enclous weaknesses in comparisorx
to Man.

*» “How could you Possiblg imagine that such
backward, limited things could ever reach the Point
where tlﬁeg could be said to think?”
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Objection 6: A chlg

* 407 The “See How StuPicl Thcg Are” Objection:

& Their Present limitations may be valid when arguing

whether theg could be said to be capable of thinking

now or in the very near Future, but it has no relevance

to whether theg would be capable of thinking at some
later date.
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Objection 2

1 o 408 The “Ah But It Can’t Do That” Of:)jection:

! * “Oh yes you can make a computer do so and so...
but you will never be able to make it do such and

| such.”
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Objection 7 A chlg

o 408 The “ah But It Can’t Do That” O}:)jection:
* Mang things that computers were said to be unable to

ClO I"IBVC ]DCCH CIOI’IC NOW.,

* TO suggest that theg should be able to do t]ﬁings that
are Purelg the domain of humans, like enjoging eggs

:

for breakfast is stretchiﬂg the Point to absurclitg.
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Objection 8

o 408 The “It Is Not Biologica 3 Objection:

* “On|9 living things could have the capacitg for
thoug}wt, SO nonbiological systems could not
Possib|9 think.”

o “It might be Possible to build cligital computers

which were immenselg inte”igent, but no matter how

inte igent tlﬁeg became theg woulcl HeTen be ablc to
think.”
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Objection 8: A Replg

* 408 The “It Is Not Biological” Objection:
* “The objection cannot be refuted at the moment,” but

there is no “evidence to suppose that on|9 non»-cligital
sgstems can think.”
* Some new biological cliscoverg may make it valid in the

future, thougln at present it 1s not.
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Objection 8: My Replg

* 408 The “It Is Not Biological” Objection:

* | contend that if mind and inte”igence are not

Diological in the first Place then there is no reason to

suppose that machines of sufficient complexitg and
subtletg will not be able to think.

° Theg will think clhcmcerentlg than we do, but theg may

nevertheless think.
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Objection 9

o 408 The Mathematical Objection:

* Using Goe els theorem, some suggest that machines
are finite in their capabilitﬂ to comprehenA certain
tlﬁings.

* Godels incomplcteness theorem states that
statements can be formulated in a 595tem that can not

be Provecl nor clisl:)rovecl within the system.

o Machines will never reach the same intellectual level as
Man.
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Objection 9: A chlg

* 408 The Mathematical Objection:

o The weakness of this objection is that it is assumed
that human consciousness is not a formal 535tem.
, * Gédel’s theorem also states that onlg a stronger

system IS capable of Proving or disproving the

t]ﬂeorems 12 the weaker sgstem.

« |nwhat sense is the human mind capable of answering

the same objection to its own inte”igence.
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Objection 10

* 409 Laclg | ovelace’s Objection:

* A Coml:)uter cannot do angtlﬂing that you have not |
- Programmed R |
QA comPuter will not spring into action without

something Powering it and guicling it onits Way.”
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Objection 10: A chlg

1 * 409 Laclg | ovelace’s Objection:
! « How is this different from the care and Feecling of
; infants and their training in school?
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Objection 10: Rejoincler
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* 409 Laclg | ovelace’s Objection:

* Won’t someone alwags have to write the Programs

that ComPuters run on’
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Objection 10: Replg
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* 410 Laclg | ovelace’s Objection:

° Computers can write and update their OWn Programs

@ NOW.
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Objection 10: Rejoincler

* 410 Laclg | ovelace’s Objection:

o They are still onlg cloing this because of Man’s
ingenuitg.
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Objection 10: Replg
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q @i 1210 Ladg | ovelace’s Objection:
| < Thisis true, but has little to do with whether

computers can t"win|< 5 Pemcorm any other inte”ectual

exercise.
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Objection 10: Rejoincler

& @ Ladg | ovelace’s Objection:

» No matter how clever or intel igent the comPuter

| might be, t‘neg will never be able to Pemcorm a
creative task.
o The seeds of evergthinga computer does is in their

existin g software.
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Objection 10: Replg

* 40O Ladg | ovelace’s Objection:

o Thatis true about Man also unless there is genuine
insPiration, a muse, or God, etc. No one can clispute

that all aspects of our intel igcnce evolve from

Preexisting programs and the background

exl:)eriences of life.
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Objection 10: Reply

o 4] Lady | ovelace’s Objection:
* Creativitg is defined as havinga skill that was not

taught or an entirelg novel solution to a Problem, not

known to any other human being.

& 42 A coml:)uter Proviclecl the solution to the 4 color
map Problem which states that at a maximum 4 colors
are needed for any 2 dimensional map not to have any

conjoining territories with the same color.
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Objection 10: Rejoincler
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&2 Laclg | ovelace’s Objection:

3 Computers can be inte”igent, and creative, but can
theg ever think?
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A PROBLEM WITH Al: CONSCIOUSNESS

HOW WILL WE BE ABLE TO TELL?

» Geoffrey Hinton: “Many people still think we have something
special that computers cannot have: subjective experience (or
sentience).”

“They think that the lack of subjective experience will prevent
computers from ever having real understanding.”

* These remarks come from the same place assertions about the
inability of computers to do a variety of human tasks. See
Turing’s papers.

e Hinton tested this by holding a conversation with GPT-4.




GEOFFREY HINTON

Al HAS SUBJECTIVE EXPERIENCE « 10/27/23

Can a computer have
subjective experience?

» Suppose we put a prism in front of the camera on a
trained, multi-modal chatbot.

= VWe ask the chatbot to point at an object that is straight in
front of it and it points off to one side.

= ltis perfectly reasonable to say that the chatbot had the
subjective experience that the object was off to one side.

— This use of the term subjective experience is exactly

the way we use the term when we ascribe subjective

experiences to people.

Full Talk: https://youtu.be/iHCeAotHZa4?si=26cfl_tykfnkkM3R



https://youtu.be/iHCeAotHZa4?si=26cfl_tykfnkkM3R
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WHAT IS THE PROBLEM OF
CONSCIOUSNESS IN RELATION TO
GOD, THEOLOGY, CHURCH BELIEF AND

PRACTICE, FREEDOM AND PERSONAL
RESPONSIBILITY, AND ETHICS?

— Life Together
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Safety Concerns. ..

66

Spain puts temporary ban on Worldcoin eyeballs scans, citing concerns over privacy

Spain's privacy watchdog has ordered for Worldcoin, the company created by OpenAI CEO Sam Altman that scans
eyeballs to make digital IDs in exchange for crypto, to cease its operations in the country for three months
amid concerns over what it is doing with users' personal information.

AI tools still perxrmitting political disinfo creation, NGO waxns

Tests on generative AI tools found some continue to allow the creation of deceptive images related to
political candidates and voting, an NGO warned in a report Wednesday, amid a busy year of high-stake
elections around the world.

AI tools generate sexist content, waxrns UN

The world's most popular AI tools are powered by programs from OpenAI and Meta that show prejudice against
women, according to a study launched on Thursday by the UN's cultural organization UNESCO.

China to submit UN draft resolution on AI cooperation
China will submit a draft resolution to the United Nations calling for stronger international cooperation on

artificial intelligence (AI), Beijing's foreign minister said Thuzrsday.
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https://techxplore.com/news/2024-03-ai-tools-political-disinfo-creation.html?utm_source=nwletter&utm_medium=email&utm_campaign=daily-nwletter
https://techxplore.com/news/2024-03-spain-temporary-worldcoin-eyeballs-scans.html?utm_source=nwletter&utm_medium=email&utm_campaign=daily-nwletter
https://techxplore.com/news/2024-03-ai-tools-generate-sexist-content.html?utm_source=nwletter&utm_medium=email&utm_campaign=daily-nwletter
https://techxplore.com/news/2024-03-china-submit-resolution-ai-cooperation.html?utm_source=nwletter&utm_medium=email&utm_campaign=daily-nwletter

