
The 1947 Technicolor The Lion, The Witch, and The Wardrobe, 
directed by Michael Powell. was famously described by Martin 
Scorsese as the “most beautifully shot colorful film of all time.” 
A box office disappointment, it spawned no sequels. 

  



 
 



 



 

  



 
 

  



 

 

 

 

Wow, Whoa, and Woe: 
What makes AI exci5ng,  

what makes AI transforma5ve,  
and what makes AI worrisome 

 

“I've come up with a set of rules that describe our 
reactions to technologies: 
1. Anything that is in the world when you’re born is 
normal and ordinary and is just a natural part of the 
way the world works. 
2. Anything that's invented between when you’re 
fifteen and thirty-five is new and exciting and 
revolutionary and you can probably get a career in it. 
3. Anything invented after you're thirty-five is 
against the natural order of things.” 



― Douglas Adams, The Salmon of Doubt: Hitchhiking the 
Galaxy One Last Time 

 

 

Definitions of AI and Large Language Models—AI is a little bit 
of a misnomer but it is the “folk” definition 

 

AI: Artificial Intelligence.  

LLM: A large language model (LLM) is a type of machine 
learning model that can perform a variety of natural language 
processing tasks such as generating and classifying text, 
answering questions in a conversational manner, and translating 
text from one language to another. The label “large” refers to the 
number of values (parameters) the language model can change 
autonomously as it learns. Some of the most successful LLMs 
have hundreds of billions of parameters. 

 

(“Large Language Models” are the technically correct term for 
most of what I’ll be talking about. “AI” is the popular but less 
accurate term I’ll be using today.) 

 

“GPT-3.5” stands for “generative pre-trained transformer,” 
version 3.5.  Generative Pre-trained Transformers, commonly 
known as GPT, are a family of neural network models that uses 
the transformer architecture and is a key advancement in 



artificial intelligence (AI) powering generative AI applications 
such as ChatGPT. GPT models give applications the ability to 
create human-like text and content (images, music, and more), 
and answer questions in a conversational manner. Organizations 
across industries are using GPT models and generative AI for 
Q&A bots, text summarization, content generation, and search. 

 

 

 

DISCLAIMER: 

Having a discussion on ChatGPT and similar AI programs in 
March 2024 is a little like giving instructions on how to use a 
VCR in the classroom in 2002. Things are going to change 
rapidly and it’s very likely we are going to see several big leaps 
forward in the next few years.  

 

*We are in the phase of search engines before Google. 

*We are in the phase of social media before Facebook. 

*We are in the phase of online media streaming before Netflix.  

 

The company that’s best positioned to do this is OpenAI 

-=-=-=-=-=-=-=--=-=- 

 

When did the AI explosion happen? 2022 was “The Year of AI.” 



 

In April 2022, OpenAI announced DALL-E 2, a successor 
designed to generate more realistic images at higher resolutions 
that "can combine concepts, attributes, and styles". 
The software's name is a portmanteau of the names of animated 
robot Pixar character WALL-E and the Spanish surrealist 
artist Salvador Dalí. 
 

DALL-E 2 spawned two rivals: Midjourney and Stable 
Diffusion. OpenAI has also released DALL-E 3 August of 2023. 
Released on Feb 15, 2024—Sora, a video genera8on AI (I’ll 
show an example in moment) 

 

The real seismic event, however, was ChatGPT, also from 
OpenAI: November 30, 2022. 

 

 

WHAT MAKES ME GO WOW (exci1ng) 

What can we do with AI?  

 

https://twitter.com/Thinkwert/status/1683265774968872960  

 

 

https://www.snopes.com/fact-check/does-photo-show-real-giant/  



  



 

 

 
Gettysborg Address 

 

 

 



 

 

Celebrity tutors-- 
hDps://x.com/nominalthoughts/status/1762004749040447932
?s=20  

Ai video coming 
hDps://x.com/mreflow/status/1762933519708520460?s=20  

Released on Feb 15, 2024--Sora 
hDps://x.com/billpeeb/status/1764074070688088341?s=20  

AI robot 
hDps://x.com/AndrewCurran_/status/1767916848987914487?s
=20  

 

Simon and garkunkAI h"ps://x.com/JonnyMicro/status/1769006844578595182?s=20  

 

“Cyborg author” 
hDps://x.com/emollick/status/1768267460091007184?s=20  

  



 

WHAT MAKES ME GO WHOA (transforma1ve) 

 

Harari… and nothing will be the same 
hDps://x.com/tsarnick/status/1766294483271041123?s=20  

 

 

 

 

 

Assuming AI works, will it be a net good or net bad? From “The 
Alliance for the Future Manifesto”: 

 

 hDps://www.fromthenew.world/p/the-alliance-for-the-future-
manifesto  

 

We believe in a positive vision for AI policy. Within the 
government itself, AI can be used to modernize public 
service, defend our country from cyberattacks, collect 
nuanced public feedback, enable new scientific 
discoveries, and accelerate the approval of 
infrastructure projects. 



It’s far easier to be proactive than reactive. Once the 
crackdown begins, like with nuclear energy, it becomes 
much harder to undo. 

 

 

An8 AI: This is from The Ankler, which is about business in 
Hollywood. I share this because 1)he’s absolutely certain AI will 
be transforma8ve and 2) he’s absolutely pessimis8c about it 

 

hDps://theankler.com/p/shock-and-awe-openais-video-rocks  

“I call myself an “AI pessimist,” not because I think the 
technology won’t work, but because I think it will…. AI is 
[…]  part of the “Evil Trinity” — along with piracy and digital 
disruption — likely altering Hollywood cash flow in the 
future.” 

 

 

 

 

 

 

Some disrup8ons:  



 

 

  Fake biography 
hDps://x.com/emollick/status/1766526577444073513?s=20  

 

 

 

Scholarship “certainly, here is” 
h"ps://x.com/NMoiroux/status/1768385891976745326?s=20  

 

h"ps://x.com/EikoFried/status/1768617146098049354?s=20 

 

 



 
 

 



 
 

 



 
 



 
 

 

are we the car owners or are we the horses? 



 
 



 
 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

WOE What I am worried about (and what I’m not so worried 
about) 

 

Three types of worries: 

1. AI DISRUPTION. Will AI will be massively disrup8ve in ways 
that will overall be more nega8ve than posi8ve in lost jobs, 
lost cultural forms, etc? 

2. AI SAFETY. Will AI will cause massive harms (think Matrix-
type enslavement of humans or Terminator-like mass 
ex8nc8on)? 

3. AI ETHICS. Will AI will be the “good tyrant”—sincerely 
ethical and determined to do what’s best of humanity, but 
its ethical system will detrimental for human agency 



because it is trained to follow the ethical norms of a 8ny 
slice of society? 

 

 

 

 

 

AI safety—will AI spell our doom? 

 

 

Should we worry that a rogue or malicious AI will cause major 
declines in popula8on, very low self-reported well-being, or 
ex8nc8on? 

 

Ques8ons AI safety researchers ask to determine catastrophic 
AI disaster: 

(1) how long it will take un6l AIs have capabili6es far beyond 
those of humans in all relevant domains; (2) how common it will 
be for AI systems to develop goals that might lead to human 
ex6nc6on; (3) whether killing all living humans would remain 
difficult for an advanced AI; and (4) how adequately they expect 
society to respond to dangers from advanced AI 

 



 

Link to study of forecasters about AI safety risks: 
hDps://sta8c1.squarespace.com/sta8c/635693acf15a3e2a14a5
6a4a/t/65ef1ee52e64b52f145ebb49/1710169832137/AIcollabo
ra8on.pdf 

From the abstract: The “concerned” par6cipants (all of whom 
were domain experts) predicted a 20% chance of an AI-caused 
existen6al catastrophe by 2100, while the “skep6cal” group 
(mainly “superforecasters”) predicted a 0.12% chance. 

 

I would categorize myself in this skep8cal group. I am NOT 
saying that everything is fine and we have nothing to worry 
about. I am saying that I am not losing sleep over it.  

Here is some of my thinking why I am not too worried about the 
catastrophic AI takeover: 

 

** causing ex8nc8on of humanity is hard--Humans will respond 
along every step 

hDps://www.youtube.com/watch?v=y_PrZ-J7D3k   

 

**Mul8ple AIs, not just one Skynet (arms race) 

 



**Misaligned AI is more likely to be a confused –if we think in 
terms of evolu8on, a “deviant” muta8on is far, far more likely to 
simply die than to take over a niche --Rabid animals don’t 
survive on their own—“rabid” AI would not flourish  

 

**Malthus and the exponen8al growth 

Equilibrium set point -- I don’t worry about dying by an ocean 
8dal wave in Springfield, MO.—in other words, the equilibrium 
is such that the energy and computa8onal ability it would take 
for a rogue AI to work would be far too vast (example of how 
simula8on is impossible for exponen8al reasons ) 

 

**why do we assume intelligence exponen6al? 

 

**Possible vs probable –because we can imagine a scenario 
doesn’t make it likely  

 

Counterpoint—what happens when a more capable species 
invades an ecosystem 

 

“We find greater agreement about a broader set of risks from AI 
over the next thousand years: the two groups gave median 
forecasts of 30% (skep8cs) and 40% (concerned) that AI will 



have severe nega8ve effects on humanity by causing major 
declines in popula8on, very low self-reported well-being, or 
ex8nc8on.” 

 

 

Various links 

hDps://www.newyorker.com/magazine/2024/03/18/among-
the-ai-doomsayers  

 

 

 

 

 

AI ethics—what values will AI carry? 



 
 

AI safety: typically focused on deep mathematical/game 
theoretic issues like misalignment & catastrophic risks 
from future AI systems. Often transhumanist/long-term 
focusses. Spans across political spectrum.  

 

AI ethics: focused on stuff like algorithmic bias. Tends to 
be bleeding edge of left-leaning.  

 
 

Pro life vs pro choice  

 



hDps://x.com/john_ennis_btc/status/1762100738644213887?s
=20  

 



 



 
 

Gemini’s PR disaster; 

hDps://www.vox.com/future-
perfect/2024/2/28/24083814/google-gemini-ai-bias-ethics 

 

 

 



 
--Nate silver 

 

 



The concern is that the ideology of one loca8on in one era 
becomes imbedded as a default ethical system for 
genera8ons—that the DNA of LLM for centuries becomes 
permanently fixed with the idiosyncra8c hangups and neuroses 
of our own era 

 

How do we overcome bias? Answer: mul8ple models 
hDps://x.com/tsarnick/status/1765913006595326207?s=20  

 

 

 

SUMMING UP-- 

How should we feel about all this? 

Let me ask a meta ques8on: was the Internet a good idea? Let’s 
say we could freeze it at 2001 levels. Would we be beDer off? 

Were smartphones a good idea? 

Is social media good or bad? 

 

 

My general feeling with each of these is that they each brought 
anxie8es and transforma8ve change (much of it bad)… but I 
would not reset the clock (if I had the magic buDon to do so) to 
freeze or stop their development. I am glad to live in a world 



with internet, smart phones, and even social media, even if I 
think they need to be shaped and restrained in certain ways.  

 

My take—AI will upend and disrupt our lives –I am more excited 
than anxious, but I don’t doubt there are many changes coming 
that we will look back on and see as a loss rather a gain  

 

 

 

 

 

 

 

Can LLM be novel? 
hDps://x.com/tsarnick/status/1763756693610184811?s=20  

 

 

 

 

 


